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Refined, Open-Source Models



Introduction

• Large language models have revolutionized and changed the world.

• However, the foundational models are massive and require enormous amounts of 

compute to train or perform inference on.

• This has led to large companies pay-walling access to capable models.

• For example, GPT-4 is only accessible via API, or subscription, which is $20/month.

• This represents 0.4% of median US income but 13% of median Indian income. [1]

• This results in a large portion of the world, price-walled from using today’s 

intelligent models, limiting innovation, especially in crucial domains like 

fundamental research.

[1] https://www.statista.com/statistics/802122/india-net-national-income-per-capita/



What solutions exist?

• GPU compute is a finite resource. We need innovative, fresh solutions to make the 

VRAM, Compute Time Tradeoff effectively.

• LLM inference is matrix multiplication.

• Matrix multiplication complexity:  O(n2.807) via Strassen’s algorithm. [1]

• Consequence: Bigger models require exponentially greater amounts of compute, while having 

sublinear capability increases. (e.g: GPQA)

• Can we somehow “think longer” with smaller models?



Our Solution

• Domain Agnostic Self Refinement.

• We use generic critiques to self improve 

models.

• We rank various open-source models on the 

Performance, Refinement and Inference Cost 

Score (PeRFICS), which includes factors like:

• the cost to run inference, 

• total improvement achieved,

• baseline performance, etc.

• Our results show compute-performance 

optimality at the ~30B parameter mark.



Results

• With our domain-agnostic self-refinement technique, we achieve equivalent or better 

performance compared to ChatGPT with local, open-source models, by expending 

more inference compute. 

• This way, we can achieve equivalent performance with lesser upfront hardware investment.



Conclusion

• We motivate the need for compute-efficient techniques to extract superior performance from smaller 

parameter open-source models.

• We develop a domain-agnostic self refinement method, and a novel ranking metric, PeRFICS, to score 

the self-improvement capability of various open-source models. We also demonstrate that that there 

exists a clear demarcation of compute-optimality for various tasks.

• We provide one of the first demonstrations in academic literature of the use of LLM judges as reliable 

evaluators.

• We demonstrate that it is indeed possible for compute constrained environments to achieve 

comparable performance with inexpensive and/or open-source technology.
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